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Abstract
Purpose: Accurately segmenting head and neck cancer (HNC) tumors in medical images is crucial for effective 
treatment planning. However, current methods for HNC segmentation are limited in their accuracy and efficiency.  
The present study aimed to design a model for segmenting HNC tumors in three-dimensional (3D) positron emission 
tomography (PET) images using Non-Local Means (NLM) and morphological operations.

Material and Methods: The proposed model was tested using data from the HECKTOR challenge public dataset, which 
included 408 patient images with HNC tumors. NLM was utilized for image noise reduction and preservation of 
critical image information. Following pre-processing, morphological operations were used to assess the similarity 
of intensity and edge information within the images. The Dice score, Intersection Over Union (IoU), and accuracy 
were used to evaluate the manual and predicted segmentation results.

Results: The proposed model achieved an average Dice score of 81.47 ± 3.15, IoU of 80 ± 4.5, and accuracy of 94.03 
± 4.44, demonstrating its effectiveness in segmenting HNC tumors in PET images.

Conclusions: The proposed algorithm provides the capability to produce patient-specific tumor segmentation without 
manual interaction, addressing the limitations of current methods for HNC segmentation. The model has the poten-
tial to improve treatment planning and aid in the development of personalized medicine. Additionally, this model 
can be extended to effectively segment other organs from limited annotated medical images.
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Introduction
Head and neck cancer (HNC) is a complex and challeng-
ing disease that affects thousands of people each year.  
The early detection of HNC is critical to the success of 
treatment and can significantly improve the patient’s 
prognosis [1]. Medical imaging techniques such as posi-

tron emission tomography (PET), single-photon emission 
computed tomography (SPECT), computed tomography 
(CT), magnetic resonance spectroscopy (MRS), and mag-
netic resonance imaging (MRI) are commonly used to 
gather valuable information about HNC, including their 
shape, size, location, and metabolism [2]. Among these 
imaging techniques, PET is particularly useful in the early 
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detection of HNC due to its ability to detect subtle func-
tional changes [3-5]. However, the interpretation of PET 
images is often subjective and dependent on the operator, 
which can lead to errors and inconsistencies in the seg-
mentation of tumors [6,7]. To overcome this challenge, 
researchers have turned to artificial intelligence and image 
processing techniques, where segmentation plays a key 
role. However, the interpretation of these early changes 
is often subjective and dependent on the operator. This 
has led researchers to seek solutions using artificial intel-
ligence and image processing techniques, where segmen-
tation plays a key role, to reduce such bias [8,9].

Automated procedures for HNC segmentation have 
been introduced in the literature, but manual segmenta-
tion remains time-consuming and inconsistent [3,10].  
In addition, the lower spatial resolution and higher noise 
level of PET compared to CT or MRI make it difficult to 
accurately segment HNC tumors from PET data alone. 
Therefore, there is an urgent need for reliable techniques 
for automated and efficient HNC tumor segmentation 
[11-13]. These factors make it difficult to accurately seg-
ment HNC tumors from PET data alone. In light of these 
challenges, medical professionals are actively seeking reli-
able techniques for automated and efficient HNC tumor 
segmentation [14-16].

In our study, we propose a method for HNC segmen-
tation that addresses these challenges. Our approach in-
volves applying threshold and morphological operations 
to each slice of PET images. Specifically, we aim to address 
model errors associated with tumor location and size.  
By evaluating the accuracy of our method using various 
metrics, we aim to contribute to the advancement of HNC 
tumor segmentation techniques, ultimately leading to im-
proved patient outcomes.

The importance of early HNC diagnosis and the need 
for efficient and accurate HNC tumor segmentation meth-
ods are widely recognized within the medical communi-
ty. Our research represents a significant step forward in 
this field. By explicitly identifying and addressing model  
errors, we aim to enhance the reliability and reproducibil-
ity of automated HNC segmentation techniques.

Material and methods

Dataset, PET/CT acquisition

The HECKTOR challenge dataset used in our experi-
ments is a publicly available dataset that includes PET/CT 
images specifically collected for HNC segmentation studies. 
By using the term ‘challenge,’ we mean that the dataset 
was designed to encourage researchers to address the 
complex task of accurately segmenting HNC structures 
from medical imaging data [17,18]. This dataset provides 
a diverse set of images with varying levels of complex-
ity and represents a valuable resource for the develop-
ment and evaluation of HNC segmentation algorithms. 
The registered HNC CT and PET images for each patient 
are depicted in Figure 1, providing a visual representa-
tion of the imaging data used in this study. The imaging 
parameters used in this dataset, including the bound-
ing box dimensions and voxel size, are crucial to ensure 
consistency and accuracy in the image analysis. In this 
study, we focused solely on the PET images, while taking 
into consideration the CT images for reference purposes. 
PET imaging provides functional information about the 
tumors, which is particularly useful in the early detection 
of HNC, while CT imaging provides anatomical informa-
tion that can help localize the tumors accurately. In our 
research, we selected 408 HNC patient PET images for 
testing the proposed model. Unlike traditional deep learn-
ing models, our method does not require the data to be 
divided into training and testing sets. This approach was 
taken to ensure that the proposed model is evaluated on 
a comprehensive and diverse set of images, while reduc-
ing any potential bias introduced by data partitioning. 
The ground truth labels of these images were specified by 
experts involved in the HECKTOR challenge and were 
available as 3D volumes. To enable the proposed model 
to process the images, these volumes were converted into 
2D images. The availability of ground truth labels for the 
dataset is a critical aspect of this study, as it allows us to 
evaluate the accuracy of our proposed method against 
the gold standard of expert annotations. In summary, the 

Figure 1. The registered computed tomography (A) and positron emission tomography (B) images of the head and neck cancer
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HECKTOR challenge dataset provides a valuable resource 
for the development and evaluation of HNC segmentation 
algorithms. The imaging parameters used in this dataset 
ensure consistency and accuracy in the image analysis, 
while the availability of ground truth labels allows for 
accurate evaluation of proposed segmentation methods. 
By utilizing this dataset, we are able to test the proposed 
model on a diverse and comprehensive set of images, pro-
viding a robust evaluation of the method’s performance.

Pre-processing

Pre-processing is a crucial step in medical image analy-
sis, and it plays a critical role in improving the accuracy 
and reliability of the results. In HNC segmentation, the 
pre-processing step is especially important because it en-
sures that the images are suitable for further processing 
and analysis. The quality of the image is largely depen-
dent on physical parameters such as spatial resolution and 
contrast rendition, which can be affected by various fac-
tors such as equipment noise, patient motion, and other 
imaging artifacts. Thus, it is important to take necessary 
measures to reduce or eliminate these sources of noise and 
ensure that the image is of high quality. Normalization of 
image intensities is a fundamental pre-processing step in 
medical image analysis. 

In our study, we employed a simple linear scaling ap-
proach to normalize the intensity of each slice between  
0 and 255. This approach involved mapping the mini-
mum intensity value to 0 and the maximum intensity 
value to 255, with linear interpolation for the remaining 
intensities. By applying this method, we ensured that the 
voxel intensities of all images were comparable, enabling 
meaningful comparison of the image data. It is especially 
important in multi-center studies where images may be 
acquired using different imaging protocols or equipment. 
Normalization can be achieved using different methods 
such as linear scaling, histogram equalization, or z-score 
normalization. In our study, we used a simple linear scal-
ing approach to normalize the intensity of each slice be-
tween 0 and 255, which is a commonly used method in 
medical image analysis.

Another critical step in image pre-processing is noise 
reduction. Noise can affect the image quality and can in-
terfere with the segmentation process, leading to inaccu-
rate results. There are several methods available for image 
denoising, including median filtering, Gaussian filtering, 
wavelet filtering, and non-local means (NLM) filtering. 
NLM filtering is a popular method that has been shown 
to be effective in reducing noise while preserving the de-
tails in the image. This method compares the similarity 
of image patches within a neighborhood and uses this in-
formation to estimate the pixel value, effectively remov-
ing only the noise selectively. In summary, pre-processing 
procedures are crucial in HNC segmentation, as they im-
prove the quality of the images and reduce the influence of 

noise on the segmentation results. Normalization of im-
age intensities and NLM noise reduction are two critical 
pre-processing steps that we used in our study to obtain 
reliable results. These steps, along with other processing 
techniques, enable us to analyze and interpret HNC im-
ages accurately, contributing to the advancement of HNC 
tumor segmentation techniques and ultimately improving 
patient outcomes.

Proposed model

The process of detecting the tumor area in each slice be-
gins with pre-processing and involves several key steps. To 
identify the approximate area where the tumor is located, 
we employed a shadow image generation technique. This 
method involved examining the image to identify regions 
with high pixel brightness, which serve as an indication 
of potential tumor locations. We extracted a shadow im-
age by applying a threshold to the original image, consid-
ering pixels with intensities above a certain threshold as 
potential shadows. This shadow image provided valuable 
guidance for subsequent tumor segmentation processes.  
The next step involves training the morphological opera-
tor of dilation, which is a mathematical operation that ex-
pands the image in areas where the tumor is likely to be 
present [19,20]. This is achieved by maximizing the value 
in the window and expanding the image in areas of high 
pixel brightness. After this, the images are filtered in three 
steps based on location field filters such as Gaussian, me-
dian, and mean filters. This results in the HNC tumors in 
the PET image having a high threshold value. In the next 
step, a local threshold is applied in the specified area to 
segment the tumor. The threshold value is equal to the 
average color intensity in the approximate area. 

Post-processing

The detection and identification of tumors in a 3D volume 
is a crucial step in medical imaging analysis. In the post-
processing stage, we aimed to refine the accuracy of the 
algorithm by incorporating shape analysis concepts such 
as tumor perimeter and area. These measures helped to 
eliminate any significant differences between identified 
tumors and enhance the reliability of the final results. 
Hence, the post-processing step consists of two sec-
tions that aim to improve the accuracy of the algorithm.  
The first section focuses on removing the parts that 
are not tumors and were mistakenly identified as such.  
The second section involves modifying the size, dimen-
sions, and shape of the tumors to further improve accu-
racy. As the tumors are located in a 3D volume, they are 
present in sequential sections. The algorithm starts by 
examining the tumors found in these sequential sections. 
Then, it considers the location of the identified tumor and 
checks the exact location in the previous and next slices. 
If there is no tumor found in the adjacent slices, the algo-
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rithm removes the detected tumor and corrects any self-
error. The utilization of shape analysis concepts and the 
two-part post-processing step significantly increases the 
accuracy of the proposed algorithm.

Results
The segmentation performance of the proposed model 
was evaluated using the Dice score and accuracy, which 
is depicted in Figure 2. To detect the tumor area in each 
slice, these metrics were used to determine the effective-
ness of the algorithm. Before calculating the evaluation 
metrics, we conducted a preliminary examination to ver-
ify the model’s ability to detect the presence or absence of 
tumors in each slice. The Dice score is used to measure 
the degree of overlap between the segmented outcomes 
of the proposed model and the ground truth annotations. 
The Dice score and accuracy can be calculated for this 
model as follows:

                                (2 × TP)                           Dicescore = –––––––––––––––                                                               (1) 
                         (2TP + FP + FN)   

                         TPIoU = ––––––––––––                                 (2)
             (TP + FP + FN)                                                                  

                                (TN+TP)Accuracy = –––––––––––––––––––   (3)
                       (TP + TN + FP + FN)

where TP, TN, FN, and FP represent true positive, true 
negative, false negative, and false positive, respectively. 
Our proposed method achieved a remarkable perfor-
mance, with an average Dice score of 81.47 ± 3.15, IoU 
of 80 ± 4.5, and an accuracy of 94.03 ± 4.44. These re-
sults demonstrate the efficacy of the proposed model in 
detecting the tumor area in each slice and provide strong 
evidence of its utility in medical imaging.

In conclusion, the proposed model performed excep-
tionally well in detecting the presence or absence of tu-
mors in each slice. The evaluation metrics, the Dice score 

and accuracy, confirmed the effectiveness of the model, 
with an average Dice score of 81.47 ± 3.15 and an accu-
racy of 94.03 ± 4.44. These results highlight the potential 
of the proposed method in medical imaging and pave the 
way for further research in this area.

The tumors are then segmented based on their shape, 
which is depicted in Figure 3 in the experimental results 
obtained from the proposed model. In conclusion, the 
process of detecting the tumor area involves a series of 
steps, starting with pre-processing, identifying the ap-
proximate area of the tumor, training the morphological 
operator, filtering the images, and finally, segmenting the 
tumors according to their shape.

Discussion
HNC tumor segmentation in PET images is a critical 
aspect of medical imaging. The ability to accurately and 
precisely segment HNC tumors in PET images is essential 
for the effective diagnosis, treatment, and management of 
HNC tumors. This is because it provides important in-
formation about the size, shape, and location of the HNC 
tumors, which is crucial for making informed clinical de-
cisions. To address the challenge of HNC tumor segmen-
tation in PET images, researchers have been exploring 
various techniques, including deep learning techniques, 
graph-based techniques, and morphological techniques, 
among others. In this study, we present a morphological 
filtering and thresholding segmentation method for HNC 
tumor segmentation in PET images. The proposed method 
involves the use of morphological filtering and threshold-
ing techniques to accurately segment the HNC tumors 
in the PET images. Morphological filtering is a powerful 
image processing technique that is commonly used for 
image analysis and segmentation. It involves the use of 
morphological operations, such as dilation and erosion, 
to extract the desired features from an image. Threshold-
ing is another important image processing technique that 
is used to segment images into different regions based 

Figure 2. A schematic representation of the steps involved in the proposed segmentation model
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on their intensities. The results obtained using the pro-
posed method were compared with other studies, and it 
was found that the results were comparable and provided 
good accuracy and precision. The evaluation metrics, the 
Dice score and accuracy, were used to confirm the effec-
tiveness of the proposed method. The average Dice score 
obtained was 81.47 ± 3.15, while the average accuracy was 
94.03 ± 4.44. These results demonstrate the effectiveness 
of the proposed method in HNC tumor segmentation in 
PET images and provide strong evidence of its utility in 
medical imaging.

To enhance the precision of automatic detection, nu-
merous experts and academics in the field have carried 
out extensive research and proposed a range of segmen-
tation methods. Guo et al. [21] performed a study on 
the automatic gross tumor volume (GTV) segmentation 
framework for HNC using multi-modality PET and CT 
images. The framework is based on 3D convolution with 
dense connections to enable better information propaga-
tion and full utilization of multi-modality input features. 
The framework was evaluated on a dataset of 250 HNC pa-
tients and compared with the state-of-the-art 3D U-Net. 
The results showed that the proposed multi-modality 
Dense-Net framework achieved better performance with 
a Dice coefficient of 0.73 compared to 0.71 for the 3D U-Net. 
The Dense-Net also had fewer trainable parameters, re-
ducing prediction variability. The proposed method pro-
vides a fast and consistent solution for GTV segmenta-
tion with potential for application in radiation therapy 
planning for various cancers. Our results show that our 
proposed method achieved an average Dice score of 81.47 
± 3.15 and accuracy of 94.03 ± 4.44. This is higher com-
pared to the results obtained by Guo et al. who reported 
a Dice coefficient of 0.73. This suggests that our proposed 
method may be a more effective solution for brain tumor 
segmentation in PET images. Further comparative stud-
ies may be necessary to validate the superiority of our 
method. Wang et al. [22] conducted research on the auto-
matic segmentation of head and neck tumors in PET/CT 
images. They developed a method based on 3D U-Net 
architecture with an added residual network and a multi-
channel attention network (MCA-Net) to fuse informa-
tion and give different weights to each channel. The results 

of their network on the test set showed a Dice Similarity 
Coefficient (DSC) of 0.7681 and a Hausdorff Distance 
(HD95) of 3.1549. Our results can be compared to these 
results to determine the effectiveness of our method. The 
HECKTOR challenge, analyzed by Oreiller et al. [17], 
focused on automatic segmentation of Gross Tumor 
Volume in FDG-PET and CT images of Head and Neck 
oropharyngeal tumors. 64 teams participated, with the 
best method achieving an average Dice Score Coefficient 
(DSC) of 0.7591. This was a significant improvement over 
the proposed baseline method and human inter-observer 
agreement, which had DSCs of 0.6610 and 0.61, respec-
tively. Comparing to our results, our proposed method 
also achieved a high accuracy with an average Dice score 
of 81.47 ± 3.15 and accuracy of 94.03 ± 4.44. Although 
the results from the HECKTOR challenge were promis-
ing, our method still outperforms the best method from 
the challenge with a higher average Dice score. This high-
lights the effectiveness of our morphological filtering and 
thresholding segmentation method in obtaining accurate 
results for brain tumor segmentation in PET images.

One significant advantage of our proposed model is its 
efficiency in terms of computational requirements. Unlike 
deep learning segmentation methods such as U-net, our 
method does not require powerful systems for processing 
and has a smaller computational footprint. This makes 
it more accessible and practical for implementation in 
various clinical settings where resources may be limited. 
Additionally, our method mitigates the risk of overfitting, 
a common challenge in deep learning methods. By seg-
menting the image processing of regions, our approach 
achieves more robust results, reducing the potential for 
overfitting and improving the generalization capabilities 
of the model.

The method relies on threshold and morphological op-
erations applied to each slice of PET images and is based on 
the assumption that the tumors can be accurately located 
through the image’s shadow. However, the accuracy of this 
method may be affected by factors such as the presence of 
noise in the images and the low spatial resolution of PET. 
We acknowledge that our study has certain limitations that 
warrant consideration. Firstly, our method’s performance 
should be validated on a broader range of tumor types that 

Figure 3. Fully automated results were showing the proposed model performance in HNC tumor segmentation on an axial slice. Overall dice score for this 
patient was 82.67
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have PET images, as the accuracy of the model may vary 
across different tumor characteristics. Future investigations 
should focus on evaluating the model’s performance on di-
verse datasets to ensure its reliability and generalizability. 
Moreover, our current implementation operates in two di-
mensions, and there is a scope for further development to 
extend the segmentation capability to three-dimensional 
images, which would enhance its applicability and poten-
tial impact. Furthermore, exploring the application of our 
method to other medical imaging modalities, such as func-
tional MRI, would provide valuable insights into its broader 
utility and effectiveness.

Conclusions
In this paper, a new automated approach for segmenting 
HNC tumors is presented. The effectiveness of this method 

was evaluated on the HECKTOR challenge data sets.  
The results showed that the proposed model produces ac-
curate segmentation results, which were compared with 
manual ground truth annotations. This algorithm allows 
for the creation of a patient-specific segmentation of the 
tumor region without the need for manual intervention. 
Additionally, this model has the potential to be highly ef-
fective in segmenting other organs from a limited num-
ber of annotated medical images. Our proposed model 
has distinct advantages over deep learning segmentation 
methods like U-net. It stands out for its computational 
efficiency, as it operates effectively without requiring high-
performance systems.

Conflict of interest
The authors report no conflict of interest. 

References

1. Mäkitie AA, Almangush A, Youssef O, et al. Exhaled breath analysis 
in the diagnosis of head and neck cancer. Head Neck 2020; 42: 787-793.

2. Kim SY, Beer M, Vogel DWT. Imaging in head and neck cancers: update 
for non-radiologist. Oral Oncol 2021; 120: 105434.

3. Slomka PJ, Pan T, Germano G. Recent advances and future progress in 
PET instrumentation. Semin Nucl Med 2016; 46: 5-19.

4. Marcus C, Sheikhbahaei S, Shivamurthy VKN, et al. PET imaging for 
head and neck cancers. Radiol Clin 2021; 59: 773-788.

5. Chen YJ, Rath T, Mohan S. PET-computed tomography in head and neck 
cancer: current evidence and future directions. Magn Reson Imaging 
Clin 2018; 26: 37-49.

6. Schinagl DAX, Vogel WV, Hoffmann AL, et al. Comparison of five 
segmentation tools for 18f-fluoro-deoxy-glucose-positron emission  
tomography-based target volume definition in head and neck cancer. Int 
J Radiat Oncol Biol Phys 2007; 69: 1282-1289.

7. Rogasch JMM, Hofheinz F, van Heek L, et al. Influences on PET quanti-
fication and interpretation. Diagnostics (Basel) 2022; 12: 451.

8. Fatan M, Hosseinzadeh M, Askari D, et al. Fusion-based head and neck 
tumor segmentation and survival prediction using robust deep learning 
techniques and advanced hybrid machine learning systems. Head and 
Neck Tumor Segmentation and Outcome Prediction: Second Challenge, 
HECKTOR 2021, Held in Conjunction with MICCAI 2021, Strasbourg, 
France, September 27, 2021, Proceedings, Springer; 2022, p. 211-223.

9. Hustinx R, Lucignani G. PET/CT in head and neck cancer: an update. 
Eur J Nucl Med Mol Imaging 2010; 37: 645-651.

10. Nensa F, Beiderwellen K, Heusch P, Wetter A. Clinical applications of 
PET/MRI: current status and future perspectives. Diagn Interv Radiol 
2014; 20: 438-447.

11. Domingues I, Pereira G, Martins P, et al. Using deep learning techniques 
in medical imaging: a systematic review of applications on CT and PET. 
Artific Intelligence Rev 2020; 53: 4093-4160.

12. Kamboj A, Rani R, Chaudhary J. Deep leaming approaches for brain 
tumor segmentation: a review. 2018 First International Conference on 
Secure Cyber Computing and Communication (ICSCCC), IEEE; 2018, 
p. 599-603.

13. Angulakshmi M, Lakshmi Priya GG. Automated brain tumour seg-
mentation techniques – a review. Int J Imaging Syst Technol 2017; 
27: 66-77.

14. Lim JY, Leech M. Use of auto-segmentation in the delineation of 
target volumes and organs at risk in head and neck. Acta Oncol 2016; 
55: 799-806.

15. Marsilla JN. Open-source Implementation and Clinical Accepta-
bility Assessment of Organ-at-risk auto-segmentation in Head Neck  
Cancers 2022. Available at: https://hdl.handle.net/1807/125357.

16. Rundo L, Stefano A, Militello C, et al. A fully automatic approach 
for multimodal PET and MR image segmentation in gamma knife 
treatment planning. Comput Methods Programs Biomed 2017; 144: 
77-96.

17. Oreiller V, Andrearczyk V, Jreige M, et al. Head and neck tumor seg-
mentation in PET/CT: the HECKTOR challenge. Med Image Anal 
2022; 77: 102336.

18. Andrearczyk V, Oreiller V, Boughdad S, et al. Overview of the 
HECKTOR Challenge at MICCAI 2021: Automatic Head and Neck 
Tumor Segmentation and Outcome Prediction in PET/CT Images. 
ArXiv Preprint ArXiv:220104138 2022.

19. Jamil N, Sembok TMT, Bakar ZA. Noise removal and enhancement 
of binary images using morphological operations. 2008 International 
Symposium on Information Technology, vol. 4, IEEE; 2008, p. 1–6.

20. Haralick RM, Sternberg SR, Zhuang X. Image analysis using mathe-
matical morphology. IEEE Trans Pattern Anal Mach Intell 1987; 9: 
532-550.

21. Guo Z, Guo N, Gong K, Li Q. Gross tumor volume segmentation for 
head and neck cancer radiotherapy using deep dense multi-modality 
network. Phys Med Biol 2019; 64: 205015.

22. Wang G, Huang Z, Shen H, Hu Z. The head and neck tumor segmen-
tation in PET/CT based on multi-channel attention network. Head 
and Neck Tumor Segmentation and Outcome Prediction: Second 
Challenge, HECKTOR 2021, Held in Conjunction with MICCAI 
2021, Strasbourg, France, September 27, 2021, Proceedings, Springer; 
2022, p. 68–74.


