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Abstract
Purpose: The aim of this study was to evaluate the performance of the ChatGPT-o1-preview language model in solving 
the Polish National Specialization Exam (PES) in radiology and imaging diagnostics and compare its results with 
previous versions of the model. 

Material and methods: A set of 119 valid radiology exam questions from Spring 2023 was analyzed. Each question was 
classified by type, subtype, and clinical relevance. ChatGPT answered each question five times using a standardized 
prompt with a 5-point confidence scale. Performance was assessed using accuracy and declared and calculated 
difficulty indices. Statistical analysis was performed in Python with a significance level of p < 0.05, and results were 
compared with a previous model version.

Results: The model achieved a score of 93.33% correct answers, comparable to the average physician score of 94.86%. 
ChatGPT-o1-preview showed exceptional accuracy in “memory” questions, with over 96% correct answers. This 
result, significantly higher than that of the older ChatGPT-3.5 model (52%), demonstrates progress in artificial in-
telligence (AI) capabilities. The model also exhibited higher confidence in its responses, indicating better adaptation 
to medical exams. 

Conclusions: Despite its high accuracy, the study was based on a relatively small set of questions, which limits the 
ability to fully assess the model’s effectiveness. The results indicate the potential of AI as a tool to support clinical 
work, but further, more extensive research is necessary to evaluate its applicability and reliability in the medical 
environment.
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Introduction
Artificial intelligence (AI) is playing an increasingly im-
portant role in medicine, becoming the subject of exten-
sive research [1, 2]. Its potential application in diagnostics, 

broadly defined data analysis, and clinical decision-making 
generates great interest. 

At present, AI is widely used in daily life by many users – 
from voice assistants and automatic translators to content 
recommendation systems [3, 4]. The main reason for the 
growing popularity of AI is the reduction in time required 
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for information retrieval, content creation, programming, 
analysis, and many other everyday tasks compared to per-
forming them manually [5].

Since its initial versions, ChatGPT has undergone sig-
nificant transformation. Early language models had lim-
ited ability to understand context and process complex 
information. With subsequent updates, their accuracy, 
ability to generate relevant responses, and capacity to 
analyze complex issues have significantly improved [6].

One area of AI model evaluation involves assessing 
their ability to pass medical exams. The Polish National 
Specialization Exam (PES) in radiology and medical imag-
ing is a demanding test that evaluates not only theoretical 
knowledge but also the ability to analyze clinical cases [7].

The use of AI in clinical practice raises numerous 
controversies, mainly due to potential errors, biases, and 
the risk of providing unverified information, including 
false sources [8]. Additionally, legal issues and the lack of 
clear regulations limit the broad application of AI, such 
as ChatGPT, in medicine. Concerns also exist regarding  
liability for potential diagnostic or therapeutic errors 
based on information generated by language models [9].

The aim of this study is to evaluate the performance of 
the ChatGPT-o1-preview model in solving the PES exam in 
radiology and medical imaging and to compare its results 
with those of earlier model versions. The analysis will assess 
the model’s effectiveness in solving exam tasks and examine 
how its capabilities have evolved over different versions.

Material and methods

Examination and questions

The questions were obtained using a Python-based scraper, 
courtesy of the Examination Center in Łódź. The analyzed 
set of questions was from the spring of 2023, correspond-
ing to the set used in the study to which the model’s per-
formance is being compared. The collected data included 
the content of the questions and their status, classified as 
valid or rejected. Additionally, the analyzed information 
included statistics related to the given exam, such as the 
difficulty index, calculated based on the number of cor-
rect answers provided by physicians participating in the 
session. The specialization exam in radiology consists of 
120 single-choice questions. The inclusion criteria for this 
study required that questions remain classified as non-
excluded and contain only textual content. A total of 119 
questions were included in the analysis, excluding one 
that had been removed from the database. Some questions 
were included despite retrospective substantive concerns, 
as long as these concerns did not result in the exclusion of 
the question from the database. For the purpose of a more 
detailed statistical analysis, all questions were divided into 
types and subtypes and by clinical significance. Three clas-
sification schemes were formulated, taking conceptual 
guidance from Bloom’s Taxonomy [10]:

•	 Types: “Comprehension and critical thinking questions” 
or “Memory questions.”

•	 Subtypes: “Description of imaging results,” “Clinical 
proceedings,” “Related to diseases,” “Calculation and 
classification.”

•	 Clinical relevance: “Clinical questions” and “Other 
questions.”

Data collection and analysis

The continuous analysis project of language model perfor-
mance, of which this study is a part, undergoes ongoing 
methodological improvements. As a result, some parame-
ters collected during the evaluation of the previous model 
have been expanded or removed, posing a challenge in the 
statistical analysis of performance differences. One nota-
ble example concerns the internal confidence scores of the 
models. In the current evaluation, a refined method was 
used to collect confidence estimates across multiple in-
teraction sessions, allowing for higher-resolution insights 
into the model’s decision-making processes. However, this 
approach was not implemented during the earlier assess-
ment of the previous model version. Consequently, the 
corresponding metrics are unavailable for that dataset 
and could not be reliably reconstructed or interpolated. 
This discrepancy limits direct comparison and has been 
acknowledged as a methodological limitation of the study.

In this study, each question was presented five times 
in separate sessions, preceded by a more detailed prompt, 
unlike the evaluation of the previous language model, 
where each question was asked only once. The prompt 
precisely defined the test guidelines, explained its format, 
ensured a reliable simulation of a single-choice test, and 
introduced a confidence scale from 1 to 5 (described in 
detail in words). Based on this scale, ChatGPT deter-
mined its confidence in the correctness of its answer, 
which was then used to calculate the Average Difficulty 
Index Declared by the Language Model.

Another key difference in this analysis is the introduc-
tion of a new coefficient – the Calculated Difficulty Index 
for the Language Model. This metric represents the ratio 
of the most frequently chosen response for a given ques-
tion to the total number of test sessions conducted.

Statistical analysis

The methodology applied in this study follows an ap-
proach analogous to the previously conducted analysis, 
ensuring comparability of results while maintaining me
thodological consistency. A statistical significance thresh-
old of p < 0.05 was adopted for all statistical analyses.  
The analyses were performed in a Python environment 
(version 3.11.1) using libraries such as numpy, scipy, pan-
das, matplotlib, and plotly, ensuring reproducibility and 
high precision of calculations. Appropriate statistical tests 
were applied to the analysis of individual variables. None 
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of the continuous variables – such as the Average Diffi-
culty Index Declared by the Language Model, the Human 
Difficulty Index, and the Calculated Difficulty Index for 
the Language Model – followed a normal distribution, 
which justified the use of the non-parametric Mann-
Whitney U test in analyses involving categorical variables 
such as Type, Answer correctness, and Division into clini-
cal and other questions. Spearman’s rank correlation test 
was used for associations among continuous variables.

Performance analysis of the new language model

To assess the relationship between continuous variables 
and binary categorical variables such as “Type,” “Clini-
cal,” and “Did ChatGPT Respond Correctly,” Mann-
Whitney U tests were used. Meanwhile, relationships 
between pairs of continuous variables, such as the Cal-
culated Difficulty Index for the Language Model, the Hu-
man Difficulty Index, and the Average Difficulty Index 
Declared by the Language Model, were analyzed using 
Spearman’s rank correlation test, taking into account 
their discrete nature.

 

Comparison with the old language model

Comparing the performance of both language model ver-
sions using statistical tests was challenging due to the high 
efficiency of the new model and enhanced methodology 
applied in its evaluation. The primary criterion for analy-
sis was the question: “Did ChatGPT pass the specializa-
tion exam?” Additionally, the distribution of the variable 
“Certainty of assessment according to a 5-degree scale” 
from the older model’s performance analysis was com-
pared with the analogous variable describing the new 
model, the Average Difficulty Index Declared by the Lan-
guage Model, using the Mann-Whitney U test [7].

Results
Due to the exceptionally high accuracy of the language 
model’s responses (7 incorrect vs. 112 correct out of 119 
questions), conducting statistical analyses was challenging 
or even impossible. This was particularly the case when 
analyzing the distribution of question correctness in rela-
tion to question type. Given the insufficient sample size 
for statistical testing, the analysis was limited to present-
ing contingency tables (Tables 1 and 2).

Spearman’s rank correlation was used to analyze a range 
of quantitative variables, including the Calculated Difficulty 
Index for the Language Model, the Average Difficulty In-
dex Declared by the Language Model, and the Human Dif
ficulty Index. The results are presented in Table 3.

Two statistically significant correlations were identi-
fied:
•	 between the Average Difficulty Index Declared by the 

Language Model and the Calculated Difficulty Index for 
the Language Model (p = 0.01, r = 0.23, weak correla-
tion); 

•	 between the Average Difficulty Index Declared by 
the Language Model and the Human Difficulty Index  
(p < 0.001, r = 0.36, weak correlation).

To compare the relationships of the quantitative variables 
listed in Table 3 with answer correctness (yes or no), a series 
of Mann-Whitney U tests were performed (Table 4).

A number of statistically significant correlations were 
identified. The division based on answer correctness was 
found to statistically significantly differentiate (p < 0.05) 
all three analyzed distributions: the Average Difficulty 
Index Declared by the Language Model (U = 139.5,  
p < 0.001, no x– = 3.80, yes x– = 4.60), Calculated Difficulty 
Index for the Language Model (U = 144, p < 0.001, no 
x– = 0.60, yes x– = 1.00), Human Difficulty Index (U = 190, 
p = 0.02, no x– = 0.50, yes x– = 0.69). 

Table 1. Comparison of correct and incorrect answers by type

Did ChatGPT respond correctly? Comprehension and critical thinking questions Memory questions

Yes 84 28

No 6 1

Table 2. Comparison of correct and incorrect answers of clinical and non-clinical questions

Did ChatGPT respond correctly? Clinical questions Other questions

Yes 94 18

No 5 2

Table 3. Spearman’s rank correlation results

Index Spearman R p-value

Average Difficulty Index Declared by the Language Model Calculated Difficulty Index for the Language Model 0.230218 0.01

Average Difficulty Index Declared by the Language Model Human Difficulty Index 0.364792 < 0.001

Calculated Difficulty Index for the Language Model Human Difficulty Index 0.083245 0.37
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Additionally, statistically significant differences were 
found between subpopulations based on the division of 
clinical and non-clinical questions (p = 0.04, U = 1276). 
The distributions of the mentioned subpopulations are 
presented in the figures. In Figure 1, which illustrates 
the differences in the distribution of the Difficulty Index 
Declared by the Language Model depending on whether 
a question belongs to the clinical or other category, sev-
eral notable patterns can be observed. A key factor that 
must be emphasized is the considerably smaller number 
of questions classified as clinical. In addition to the ob-
served statistical significance, the distributional differ-
ences between the two groups further suggest an under-
lying relationship: the language model tended to declare 
non-clinical questions as more difficult. Figure 2 presents 
the relationship between response correctness and the de-
clared difficulty index, highlighting a key issue in evaluat-

ing the performance of new-generation language models. 
Despite the presence of statistical significance and the vi-
sual trend indicating that incorrectly answered questions 
tend to have higher declared difficulty, it is important to 
note the very limited representation of the incorrect an-
swer group, which may limit the interpretability of this 
result. A similar limitation can be observed in Figures 3 
and 4, which illustrate, respectively, the Difficulty Index 
Declared by the Language Model and its human-assigned 
counterpart. In both cases, the model tended to assign 
higher difficulty scores to questions it ultimately answered 
incorrectly.

Comparison with the old language model

A statistically significant difference was identified between 
the confidence coefficient of the new version of the lan-

Table 4. Mann-Whitney U tests results

Index Category U statistic p-value

Calculated Difficulty Index for the Language 
Model

Type 1452 0.18

Answer correctness 144.5 < 0.001

Division into clinical and other questions 966 0.80

Average Difficulty Index Declared  
by the Language Model

Type 1096.5 0.19

Answer correctness 139.5 < 0.001

Division into clinical and other questions 1276 0.04

Human Difficulty Index Type 1488 0.26

Answer correctness 190 0.02

Division into clinical and other questions 1156 0.24

Figure 1. Comparison of Average Difficulty Index Declared by the Language 
Model between clinical and non-clinical questions

p = 0.039 p < 0.0017
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guage model and the older version (U = 4251, p < 0.001, 
Old Model x– = 4.00, New Model x– = 4.60). The differences 
in the distributions of the confidence coefficient are il-
lustrated in Figure 5, which illustrates differences in de-
clared difficulty between the older and newer versions of 
the language model. The visualization demonstrates that 
the newer model generally rated the difficulty of the pre-
sented questions higher.

Discussion
The PES in radiology and medical imaging is the final 
exam for doctors specializing in this field. The exam con-
sists of both an oral and a written part. To obtain the spe-
cialist title, candidates must pass the exam, which means 
achieving a score above 60% on the written part and re-
ceiving a positive evaluation on the oral part. Additionally, 
achieving a score above 75% on the written test exempts 
candidates from the oral part.

The detailed statistics on the pass rate for the PES 
exam in radiology and medical imaging for the years 
2009-2018 show a pass rate of 94.86% [11].

The results obtained by the ChatGPT-o1-preview 
model demonstrate substantial progress in the capabili-
ties of large language models (LLMs) in addressing highly 
specialized medical examinations. The model achieved an 
item-level accuracy of 93.3%, indicating strong perfor-
mance across a broad set of exam questions.

While this accuracy figure highlights the model’s po-
tential, it is not directly comparable to the overall human 
pass rate, which reflects cumulative test performance and 
not question-level accuracy.

Notably, the examined AI outperformed its predeces-
sor, ChatGPT-3.5, across all question types and subcate
gories, indicating a significant leap in performance and 
contextual understanding. In a study conducted by Kufel  
et al. [7], the effectiveness of the ChatGPT-3.5 language 
model was evaluated for solving the same PES exam in 
radiology and medical imaging. The older model scored 
52%, not reaching the passing threshold of 60%. It per-
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formed significantly worse compared to our result of 
93.33%. In questions of the “clinical” subtype, it achieved 
75%, compared to 95% achieved by the newer model. In 
the “comprehension and critical thinking” and “memory” 
categories, ChatGPT-3.5 achieved 55.56% and 44.83% 
correct answers, respectively. This means that in every 
case, it performed worse compared to ChatGPT-o1-pre-
view, which achieved 93.33% and 96.55%, respectively.

Comparing the ChatGPT-o1-preview result in radio
logy (93.33%) to ChatGPT-3.5’s results in PES exams in 
other fields of medicine such as dermatology and venere-
ology [12] or allergology [13], the older model underper-
formed, achieving 49.58% and 52.54%, respectively.

In the new version of the model, ChatGPT-01-preview, 
the process of providing answers was designed to resemble 
human thought mechanisms. Through training, the model 
develops its thinking skills, tests various approaches, and 
learns to recognize and analyze its own mistakes [14]. 
This led to a significant improvement in passing the PES 
exam in radiology and medical imaging. 

Despite these promising results, several limitations 
must be acknowledged. First, the evaluation was based 
solely on textual questions, omitting the visual compo-
nent that is central to radiological practice. This limits the 
applicability of the findings to real-world clinical environ-
ments, where interpretation of imaging is crucial. Second, 
the study relied on a single exam session with 119 valid 
questions, which may not fully represent the variability 
and complexity of the broader medical curriculum. More-
over, although the model’s declared confidence correlated 
moderately with both human and model difficulty indices, 
it remains uncertain whether this reflects genuine reason-
ing ability or statistical pattern recognition.

Future research should explore the model’s perfor-
mance using multimodal inputs that include medical 
imaging data, as well as a broader range of exam types 
and clinical specialties. Comparative studies involving 
other LLMs will also be valuable in assessing the cur-
rent landscape of AI in medicine. Ultimately, while LLMs 

show potential as supportive tools in medical education 
and clinical decision-making, their role should be clearly 
defined and rigorously validated before any real-world 
implementation.

Conclusions
Based on the obtained results, ChatGPT-o1-preview dem-
onstrated high accuracy in solving PES exam questions, 
correctly answering 93.3% of them. It achieved its highest 
accuracy in the “memory” subcategory (over 96% correct 
answers), although its performance was also consistently 
high across other subcategories. These findings contrast 
with those of previous studies involving ChatGPT-3.5, 
which demonstrated significantly lower performance.

This research highlights the potential of large language 
models as supportive tools in the medical field. To better 
assess their applicability and reliability, future investiga-
tions should involve broader and more diverse question 
sets across various medical subspecialties, as well as com-
parative benchmarking with other AI models. In particu-
lar, the integration of multimodal evaluation frameworks 
– including both text-based clinical scenarios and radio-
logical images – would more accurately reflect real-world 
diagnostic tasks. Future studies could also explore the 
development of standardized head-to-head benchmarks 
to evaluate different model architectures (e.g., GPT-4, 
Med-PaLM, Gemini) under controlled conditions. Finally, 
incorporating response latency and user experience as-
sessments may help evaluate the feasibility of real-time 
clinical deployment.
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